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Abstract

This work aims to propose various models for algorithm implementation on multi-core processors, and discusses pros and cons of each one. Procedural programming languages like C++ do not tend to fully utilize the multi-core processor as the program has only one thread which runs on one logical CPU. So for N cores, CPU utilization will be (100/N) % only unless the algorithm runs in parallel on different cores. This paper presents three architectures for parallel processing on two cores - spawning child processes/sharing data using file-based pipes, spawning child processes/using a hybrid of shared address space and message passing techniques, and lastly using multi-threads. All architectures are implemented using WIN32 Application Programming Interface. It is shown that for a complex algorithm, performance of our proposed hybrid model is superior to multi-thread based model and approaches Amdahl's ideality more closely.

1. Introduction

Parallel processing has been in use mostly in engineering and financial applications running on a super computer or a 'grid' since last few decades. Very recently, there is a paradigm shift in Moore’s law [14] as there is an increasing trend to move away from single-expensive CPU’s to multiple-CPU’s on a chip. Arrival of these low cost multi-core processors for desktop and mobile users has brought this concept of parallel processing to a new level _ parallel processing within PC. The original purpose of these multi-core processors is to facilitate the end-user who tends to do a variety of jobs at the same time such as watching DVD while browsing. This makes the system more stable and less crash prone because even if some application hangs, windows shell explorer.exe can utilize the alternative core and system will be still responsive. However these multi-core processors are very unsuitable for batch processing. For instance, if you initiate a movie encoding job on a quad-core using any 3rd party software, you can observe using Windows Task manager that the best utilization of the processor is 25% only as only 1 of the 4 cores is performing the actual task. On multi core machines, users are encouraged [15] to do more than one task at the same time. Windows automatically sets their affinity to different processors for load distribution but when only one application is running, CPU cannot be fully utilized. So CPU intensive applications/simulations must be programmed using a parallel-processing framework for 100 % CPU utilization.

2. Related Work

Many authors [1]-[2] have implemented various algorithms for parallel processing on multi-core processors using multi-threading techniques. Due to native support for multiple-threads in Java/C++, they have been platform of choice for many developers. In [3], the authors have proposed non-recursive and iterative implementation of FFT for parallel processing in super computer. In [4], Ian Foster suggested four stages in design process of parallel applications. Majority of distributed applications utilize client-server paradigm where processes communicate through Remote Procedure Calls but they stress on distributed services instead of parallelism. In [9], the author presented various paradigm such as pipelining and ring-based applications. Another paradigm is Single-Program Multiple-Data where different processes execute the same code but on different sets of data. High Performance Fortran [11] utilizes this paradigm supporting applications with regular structure. In [12], authors implemented MPI (message passing interface) applications over desktop grids. Intel has introduced its thread building blocks library which supports multiple threads in an application.

Here, several models are proposed for dual-core implementation with bench-mark results provided. The algorithm of choice is a non-optimized recursive version of FFT. In fact, emphasis has been made on performance comparison using different models instead of an optimized and memory efficient implementation of FFT.
3. Using Parallel Programming Skeletons

Any sequential algorithm targeted on a multi-processor must be re-written so that parts of algorithm executes in parallel. Several parallel programming paradigms [10] can be used such as speculative decomposition, iterative decomposition and recursive decomposition. In recursive decomposition, the problem is split into two smaller problems which are then solved independently and in parallel. Iterative decomposition is used when various iterations of a loop are independent of each other. Speculative decomposition is present when many different solution techniques are applied in parallel with one of them completing first so that rest of them are abandoned. In this work, the paradigm used is recursive decomposition or divide and conquer approach.

In any program, if a main module utilizes independent sub-modules, then these independent sub-modules can be then executed at the same time by child processes, while the parent process (analogous to main module) is blocked till child processes (each running on separate core) finish. One underlying assumption is that both parent and child process can easily communicate and share data with each other.

Algorithm implemented in this work is Fast Fourier Transform [5] (radix 2) with complexity n.log(n). Pseudo code for algorithm can be written as:

```
function y = fft(x) // x must be array of r = 2^k elements
r = size of (x)
if (r == 2)
y= \{ (x(1)+x(0)) , (x(0)-x(1)) \}
else
    for i=0 to r-1
        WN(i) = exp (-j*2*pi*i/r)
        // WN is array of twiddling factors
    for tt=0 to r-1
        if (tt % 2)==0
            e(tt)=x(tt)
        else
            o(tt)=x(tt)
        end
    end
    ex=fft (e) // this & next recursive call may run
    ox=fft (o) // in parallel
    y = concatenate (ex , ex) +
        dotproduct (WN, concatenate (ox,ox) )
end
```

If we analyze the above algorithm, it is revealed that every call to FFT function generates two recursive calls with some overhead operations. These overhead operations such as computing twiddling factors are blocking operations, and only the two recursive calls are parallelized. If we assume overhead to be approximately 0 as compared to the recursive calls, then by Amdahl’s law [13], α=0 and Amdahl’s Ideal time is given by:

\[
Amdahl’s \text{ Ideal time} = \frac{Time \text{ for single thread}}{\text{Speedup factor}} = \frac{\text{Time for single thread}}{(1-\alpha)} = \frac{T_0}{2}
\]

4. Implementing Parent-Child Process Models

The above recursive algorithm says that to compute FFT of r elements, it computes FFT of r/2 elements twice in parallel. Using parent-child hierarchy as in figure 2, we
can say that parent process makes the first call to FFT function. Then when it has made two recursive calls, one recursive call is executed by parent process while the other recursive call is simultaneously executed by a newly-sprung child process. The main problem here is sharing of data and how child process signals parent process for availability of output.

Firstly, we deal with synchronization problem i.e. how to alert the parent process that child process has finished successfully. The proposed solution is to use mutex [6]. A mutex is a variable that can be in one of two states: unlocked or locked. The win32 API CreateMutexA is used by both parent and child processes trying to get mutual exclusion. In our case, the child process first creates mutex, and uses API WaitForSingleObject, which returns 0 to indicate that child process has locked the mutex. Now, if parent process creates mutex and then calls WaitForSingleObject, it does not return 0. Parent process, after completing its job, continuously performs this test unless it returns 0 which means that child process has also finished. The child process must call CloseHandle to release mutex. Normally, parent process does not have to wait because both processes, in theory, must finish together.

The second problem in the proposed model is sharing of data. Here is a list of various alternatives available in win32 platform for data sharing between processes.

- a. Windows clipboard
- b. Windows sockets
- c. File-based piping
- d. Shared address space (SAS)
- e. Message passing interfaces (MPI) using API’s

f. Hybrid of SAS and MPI

The first obvious solution is using windows clipboard. One process copies data on clipboard, and signals other process using mutex to retrieve data and clear the clipboard. Clipboard can easily be read using API GetClipboardData and written to using SetClipboardData. However this mode of data sharing is very crude and not recommended for most of the applications. Hence this option is not considered in this work.

Another option is using windows sockets for transfer of data over UDP employing client-server model. The client, say child process, retrieves data from server (parent process) by listening at a port 9876 and vice versa. However the major drawback of this solution is security. Besides our client process, some other process can also connect to server and retrieve data. So it requires authentication, which is again time consuming and hence, can’t be afforded in given scenario.

The two processes can create a pipe using files for data transfer. Problem with file-based piping is that overheads such as hard disk latency and access times are also involved. In fact, these overheads are so significant that according to benchmarks in table 1, file-based piping takes more time than the initial single-threaded version. Hence, this is also not an acceptable idea especially when amount of data to be shared has large volume.

Due to inherent slow nature of file system as compared to main memory, this file I/O becomes the limiting factor in performance of model. This problem is solved by sharing process memory. Child process, instead of writing complete results to a file, writes only a 16-bit number which is actually a pointer to its data structure containing computed results. Then it releases mutex to signal parent process, which then accesses child process’ memory using API WriteProcessMemory[7]. Similarly the input parameters for child process are provided by writing the pointer to input data structure so that child can access memory space of parent process. We have to code parent and child processes such that parent process has access privileges rwx while child process has privilege rx for accessing parent’s address space.

This scheme drastically reduces the amount of file usage as only pointer’s value (in bytes) is written to file instead of all input/output data amounting in several mega byte. However it does not completely eliminate the file based pipe but only minimizes its usage.

We can eliminate the pipe completely by passing messages using API. The pointer to memory of parent process can be passed as an argument, when creating an instance of child process. Child process can use API SendMessage along with constant WM_COPYDATA as an argument. Child process can find the handle to window of parent process by using FindWindow API. The required data to be sent is embedded in a struct
CONCLUSIONS. COPYDATASTRUCT contains size of data type and pointer to it. Parent process intercepts the data in its Window Procedure and transfers control when window event invoked is WM_COPYDATA. In this way, SAS model has evolved into a hybrid model by also utilizing message passing techniques.

MPI model is not a good candidate for this algorithm as a very large volume of data needs to be shared. SendMessage cannot be used for sharing large amounts of data because copying large data structures is a slow operation, whereas in SAS and its derivative hybrid model, there is no copying involved as the same data is shared by both processes.

Hence, the final hybrid model uses SendMessage for passing pointers to memory structures only, not complete data structures.

For benchmarking, we have used API GetTickCount which returns uptime of system in milliseconds. At the start of algorithm, a call is made and at the end, another call is made to calculate the computation time of algorithm. Results show that single-thread FFT consumed 50% of CPU. Model which uses file based pipe achieved 100 % CPU usage but mean time was not less than single-threaded one due to slower file I/O operations. Hybrid Model using process memory sharing with limited message passing gives drastic performance boost relative to others.

From table, execution time for multi-thread and hybrid model looks very comparable because the data size is very small to stress modern computers. In next section, computational load is increased in steps to magnify small differences.

### 6. Impact of Increased Algorithmic Complexity

Increasing number of points of input data increases the complexity O(n log n) of FFT algorithm due to its recursive nature. It consumes more CPU time, more memory and more stack for recursion. Here, a comparison has been made between different models for increasing algorithmic complexity in terms of computational load and required memory. The results are depicted in table 3.

<table>
<thead>
<tr>
<th>Model</th>
<th>Mean Time for 10 trials (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single Thread</td>
<td>0.015</td>
</tr>
<tr>
<td>Multi Thread</td>
<td>0.076</td>
</tr>
<tr>
<td>Hybrid</td>
<td>1.991</td>
</tr>
<tr>
<td>Hybrid (SAS+MPI)</td>
<td>4.186</td>
</tr>
</tbody>
</table>

Table 3: Performance comparison of models for FFT of 2^17 points
When an algorithm utilizes less computational and memory resources, multi-threading model is a good option due to its simplicity and absence of synchronizing / data sharing problems but with some stability issues. However for algorithms with increased complexity and scalability in terms of data, hybrid model is a good option. Implementation based on Hybrid model on Win32 platform follows Amdahl’s ideality more closely than multi-thread based implementation. Hybrid model is also stable as compared to multi-threading model and can easily be extended for an implementation on a cluster.

7. Conclusion

The platform for experimentation is Microsoft VB6.0 running on Win XP SP3, 1.7GHz Core2Duo machine.

Results show that when computations are small i.e. number of points is less, there is no need to consider any of parallel processing models as the single-thread model itself can perform the computations more quickly than the time required for setting up threads or child processes. The overhead in parallel processing becomes more significant.

For algorithms with medium complexity, multiple threads offer best efficiency in terms of time required. However as we increase the complexity of algorithm by increasing FFT points, hybrid model stands out as the best. We can also observe that hybrid model approaches Amdahl’s ideality line more closely when number of input points becomes very large. In case of very complex FFT computation ($2^{22}$ points), the difference with Amdahl’s ideal time is a mere 4.6%.

<table>
<thead>
<tr>
<th>Hybrid of SAS and MPI</th>
<th>Multi-Thread Based SAS</th>
<th>Amdahl’s Ideal time (time for single thread/2)</th>
<th>% difference between best alternative and Amdahl’s time</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.155</td>
<td>0.172</td>
<td>0.0075</td>
<td>-</td>
</tr>
<tr>
<td>0.017</td>
<td>0.045</td>
<td>0.038</td>
<td>18.42 %</td>
</tr>
<tr>
<td>1.150</td>
<td>1.157</td>
<td>0.995</td>
<td>15.57 %</td>
</tr>
<tr>
<td>2.285</td>
<td>2.402</td>
<td>2.093</td>
<td>9.17 %</td>
</tr>
<tr>
<td>41.076</td>
<td>44.858</td>
<td>39.26</td>
<td>4.6 %</td>
</tr>
</tbody>
</table>

Table 3: Performance comparison of two models with increased algorithmic complexity

The platform for experimentation is Microsoft VB6.0 running on Win XP SP3, 1.7GHz Core2Duo machine.

Results show that when computations are small i.e. number of points is less, there is no need to consider any of parallel processing models as the single-thread model itself can perform the computations more quickly than the time required for setting up threads or child processes. The overhead in parallel processing becomes more significant.

For algorithms with medium complexity, multiple threads offer best efficiency in terms of time required. However as we increase the complexity of algorithm by increasing FFT points, hybrid model stands out as the best. We can also observe that hybrid model approaches Amdahl’s ideality line more closely when number of input points becomes very large. In case of very complex FFT computation ($2^{22}$ points), the difference with Amdahl’s ideal time is a mere 4.6%.

7. Conclusion

When an algorithm utilizes less computational and memory resources, multi-threading model is a good option due to its simplicity and absence of synchronizing / data sharing problems but with some stability issues. However for algorithms with increased complexity and scalability in terms of data, hybrid model is a good option. Implementation based on Hybrid model on Win32 platform follows Amdahl’s ideality more closely than multi-thread based implementation. Hybrid model is also stable as compared to multi-threading model and can easily be extended for an implementation on a cluster.
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